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Eye movements are an important data source in vision science. However, the vast majority of eye movement studies ignore
sequential information in the data and utilize only first-order statistics. Here, we present a novel application of a temporal-
difference learning algorithm to construct a scanpath successor representation (SR; P. Dayan, 1993) that captures statistical
regularities in temporally extended eye movement sequences. We demonstrate the effectiveness of the scanpath SR on
eye movement data from participants solving items from Raven’s Advanced Progressive Matrices Test. Analysis of the SRs
revealed individual differences in scanning patterns captured by two principal components that predicted individual Raven
scores much better than existing methods. These scanpath SR components were highly interpretable and provided new
insight into the role of strategic processing on the Raven test. The success of the scanpath SR in terms of prediction and
interpretability suggests that this method could prove useful in a much broader context.
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Introduction

Eye movement protocols are an important data source in
vision science and psychology (e.g., Buswell, 1935;
Yarbus, 1967) and have advanced our knowledge of
visual search, scene perception, development, human–
computer interaction, reading, and many other fields (see,
e.g., Findlay & Gilchrist, 2003; Rayner, 1998 for reviews).
Despite this success, the vast majority of eye movement
studies have ignored all sequential information in the data
and utilized only first-order statistics such as fixation
probabilities and dwell times. Although fixation sequences
(or scanpaths, Stark & Ellis, 1981) often contain valuable
information about underlying cognitive processes, they are
difficult to quantify and interpret, and this has traditionally
prevented eye-tracking researchers from including them in
their analyses.
Why are scanpaths so difficult to analyze? The funda-

mental reason is that the number of possible scanpaths
grows exponentially with their length. To illustrate,
suppose the display is divided into 10 areas of interest
(AOIs). Then, there are 10 scanpaths of length 1 but
590,490 (=10� 95) scanpaths of length 6. The challenge is
to tame this combinatorial explosion without losing the
sequential information in the process. The existing
methods for doing this can be classified into two broad

classes. One approach represents scanpaths as strings of
letters and uses string-editing distanceVthe number of
additions and subtractions necessary to turn one sequence
of letters into anotherVas a dissimilarity metric (e.g.,
Brandt & Stark, 1997; Myers & Schoelles, 2005). Yet,
string-editing measures have a number of limitations, with
the most critical being that they are best suited for
comparing short sequences of similar length, making it
difficult to infer cognitive states or strategies in temporally
extended tasks or to compare across participants or trials
that differ in duration.
Another approach is based on transition probability

matrices (e.g., Ellis & Stark, 1986; Ponsoda, Scott, &
Findlay, 1995) and Markov models (e.g., Jansen, Marriott,
& Yelland, 2007; Salvucci & Anderson, 2001; Simola,
Salojärvi, & Kojo, 2008), which can be used to extract
and compare regularities in scanpaths of varying length.
This method also has limitations. While a transition matrix
provides a relatively simple representation of scanpath
information (a fixed-size matrix), it only estimates the
conditional probabilities of scanpaths of length 2. That is,
given a current fixation on one AOI, what is the probability
to visit each of the other AOIs on the next fixation? This
is a very limited event horizonVreaching only one step
into the future. Higher order transition matrices extend the
horizon to two steps (or more), but there seldom are enough
data to provide accurate estimates of the (exponentially

Journal of Vision (2011) 11(10):10, 1–11 http://www.journalofvision.org/content/11/10/10 1

doi: 10 .1167 /11 .10 .10 Received May 28, 2011; published September 16, 2011 ISSN 1534-7362 * ARVO

Downloaded From: https://jov.arvojournals.org/pdfaccess.ashx?url=/data/journals/jov/932789/ on 08/13/2018

http://cogmod.osu.edu/taylor-hayes/
http://cogmod.osu.edu/taylor-hayes/
mailto:hayes.335@osu.edu?subject=http://www.journalofvision.org/content/11/10/10
mailto:hayes.335@osu.edu?subject=http://www.journalofvision.org/content/11/10/10
http://alexpetrov.com
http://alexpetrov.com
mailto:apetrov@alexpetrov.com?subject=http://www.journalofvision.org/content/11/10/10
mailto:apetrov@alexpetrov.com?subject=http://www.journalofvision.org/content/11/10/10
http://memory.osu.edu
http://memory.osu.edu
mailto:sederberg.1@osu.edu?subject=http://www.journalofvision.org/content/11/10/10
mailto:sederberg.1@osu.edu?subject=http://www.journalofvision.org/content/11/10/10
http://www.journalofvision.org/content/11/10/10


growing number of) higher order probabilities. Hidden
Markov models (HMMs, e.g., Rabiner, 1989) deal with the
combinatorial explosion by factoring the joint probability
density into smaller, more manageable pieces using condi-
tional independence assumptions. When these assump-
tions are met, HMMs have been applied successfully in
eye movement data analysis (e.g., Cagli, Coraggio,
Napoletano, & Boccignone, 2008; Salvucci & Anderson,
2001; Simola et al., 2008; van der Lans, Pieters, & Wedel,
2008) and active computer vision (e.g., Rimey & Brown,
1991). The factorization is formalized in a graphical model
whose parameters are then estimated from data via
sophisticated algorithms such as Markov chain Monte
Carlo (e.g., Scott, 2002; van der Lans et al., 2008). This
makes the development of an HMM a slow and laborious
process that requires domain knowledge and considerable
expertise. This method seems ill suited for exploratory
data analysis in domains where the underlying factoriza-
tion is not known.
The present article pioneers the use of reinforcement

learning algorithms to capture temporally extended sequen-
tial information in eye movement protocols. We present a
novel application of a temporal-difference learning algo-
rithm (Sutton, 1988; Sutton & Barto, 1998) to construct a
successor representation (SR; Dayan, 1993; White, 1995)
of an eye movement sequence that keeps the simplicity
of the fixed-size transition matrix and extends the event
horizon. The key idea is that upon observing a transition
from one AOI to another, instead of simply updating the
transition probability from the first to the second AOI,
we associate the first AOI with the second AOI and all
expected subsequent AOIs based on prior visits to the

second AOI. This is equivalent to learning to predict future
scanpaths based on past scanpaths. After traversing the
entire fixation sequence for a trial, the resulting SR can be
conceptualized as having extracted the statistical regular-
ities in temporally extended scanpaths, collapsing the
information into a fixed-size matrix. Specifically, an SR
matrix contains, for each AOI, the temporally discounted
number of expected future fixations to all AOIs (Dayan,
1993). Given their uniform size, the SR matrices from
different observers and/or trials can be analyzed using
standard statistical methods to identify significant regular-
ities for various comparisons of interest. The new method
is very well suited for exploratory data analysis.
To demonstrate the effectiveness of the scanpath SR as

an exploratory tool, we apply this method to discern
individual differences in problem solving strategies on a
benchmark test of fluid intellectual ability, Raven’s
Advanced Progressive Matrices (APM; Raven, Raven, &
Court, 1998). The Raven APM is a geometric analogy test
with excellent psychometric properties (Brouwers, Van de
Viver, & Van Hemert, 2009) that has, for 70 years, been a
popular and trusted instrument in clinical (e.g., Soulieres
et al., 2009), developmental (e.g., Eslinger et al., 2009), and
cognitive (e.g., Gray, Chabris, & Braver, 2003) psychol-
ogy. As we report in the Results and discussion section
below, the SR analysis allows us to predict individual
Raven scores with unprecedented precision from the eye
movement data. In the process, the scanpath SR also yields
new theoretical insights about Raven problem solving
strategies.
We can evaluate scanning patterns to predict Raven

scores because both measures correlate with a third, hidden

Figure 1. Example of the Raven problem format and trial sequence. (Left) The problem matrix and the 8 response alternatives are shown
with solid lines. The height of the rectangular box around the matrix subtended 9 degrees of visual angle. Eye fixations were assigned to
10 areas of interest (AOIs) as indicated by dotted lines: nine for the matrix cells (top row = 1–3, middle = 4–6, bottom = 7–9) and one for
the entire response area. (Right) Each trial had three phases: fixation, solution, and response. Participants fixated for 1 s. Eye movements
and verbal protocols were collected during the solution phase. Moving the mouse cursor out of the fixation box triggered the response
phase, during which the problem matrix was masked and the participant clicked on their chosen answer. The intertrial interval (ITI) was
200 ms. (This problem was generated by the authors to protect the security of the standardized test.)
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variable strategy. Individuals differ in their problem
solving strategies and this is detectable in their eye
movements (e.g., Just & Carpenter, 1985). A Raven
problem consists of a matrix and 8 response alternatives
(Figure 1, left). Two strategies are particularly relevant
for such problems (Snow, 1980). In constructive matching,
the participant tries to formulate the missing element
based exclusively on matrix information, and then looks
for that element in the response area. In response
elimination, each alternative is inspected in turn and
evaluated whether it fits into the empty matrix slot. The
former strategy tends to occur in high-scoring individuals
and/or easier problems, the latter in low-scoring individ-
uals and/or difficult problems (Bethell-Fox, Lohman, &
Snow, 1984; Vigneau, Caissie, & Bors, 2006). We will
show that the scanpath SR identifies the degree to which
participants apply each of these two strategies. This can
then be used to predict the individual scores on the
Raven task.

Experiment

Methods

Thirty-five university students with normal or corrected-
to-normal vision completed 28 problems from Raven’s
Advanced Progressive Matrices, Set II (Raven et al., 1998)
on two separate days approximately a week apart. The
participants were paid /6 per hour plus /1 bonus for each
correct answer. Half of them completed items 2, 4, 6, 9,
10, 11, 16, 17, 19, 21, 23, 24, 26, and 29 on the first
session and 1, 3, 5, 7, 12, 13, 14, 15, 18, 20, 22, 25, 27,
and 28 on the second. The other half completed the same
subsets in the opposite order. The instructions followed
the Raven APM Manual guidelines for individual test
administration (Raven et al., 1998).
A chin rest was located ,92 cm away from the 21W CRT

monitor in a darkened room. Each trial began with a brief
alert sound and a fixation cross appeared in the middle of
the screen (Figure 1, right). After the participant fixated
for 1 s, which allowed for equipment recalibration, the
Raven problem appeared and the participant had unlimited
time to work on it. A mouse click on one of the responses
ended the trial.
Eye-tracking data and “think aloud” protocols (Ericsson

& Simon, 1993) were collected on both sessions. Between
these main sessions, 23 of the participants completed
two additional sessions of paper-and-pencil practice on
Raven-like problems (Matzen et al., 2010). This manipu-
lation had no statistically significant effect relative to a
control group1 (F(2,32) = 0.15, p = 0.86). Therefore, we
analyzed the test data of all 35 participants together. The
paper-and-pencil data and the verbal protocols are beyond
the scope of this article.

Sequential eye movement analysis

Participants’ eye movements were recorded using an
Eyelink 1000 desktop eye tracker (SR Research, 2006) at
a sampling rate of 1000 Hz. Saccades and fixations were
segmented with Eyelink’s standard algorithm using
velocity and acceleration thresholds (SR Research,
2006). Each fixation was assigned to one of the 10 AOIs
depicted in Figure 1. The few (G1%) fixations that fell
outside of the 10 designated areas were ignored. A single
AOI (labeled R) covered the entire response area so that
the spatial layout of the answers could not be used to
predict the participants’ scores.
We defined a scanpath as the sequence of fixations

across the 10 different AOIs on a given trial. The
sequences varied widely in length across participants and
trials. In an effort to reduce this variability, we clipped
20% from the beginning of each sequence longer than
100 fixations. If the clipped length still exceeded 100, we
also clipped 5% from the end. The median length of the
clipped scanpaths used in the analyses was 88 fixations
(min = 14, max , 1000, IQR = 69). The clipping also
helped isolate the period of active problem solving, given
that the early fixations tended to survey the matrix and the
last few verified the chosen answer.
The next step was to calculate the successor repre-

sentation (SR; Dayan, 1993) for each scanpath. We used a
temporal-difference learning algorithm to extract long-
range statistical regularities from the sequence. The algo-
rithm treats each scanpath as a first-order Markov chain
with the 10 AOIs comprising a discrete, finite state space
(Dayan, 1993; White, 1995). The algorithm is incremental
and builds a 10 � 10 SR matrix M. The matrix is
initialized with zeros and then updated for each transition
in the sequence. Consider a transition from state i to state j.
The ith column of the matrixVthe column corresponding
to the “sender” AOIVis updated according to

$Mi ¼ !ðIj þ +Mj jMiÞ; ð1Þ
where I is the identity matrix, each subscript picks a
column in a matrix, ! is a learning rate parameter (0 G
! G 1), and + is a temporal discount factor (0 G + G 1). In
words, upon observing a transition iYj, the set of
expected successors (Mi) for the sender i is updated to
include the receiver j (represented as a unit column
vector Ij) and the predicted set of successors (Mj) for the
new location j, discounted by + . The latter term is the
key to extending the event horizon to encompass both
immediate and long-range transitionsVit includes the
discounted future states in the prediction from the current
state. For example, suppose a participant scans the top row
of a Raven problem systematically from left to right:
1Y2Y3Y1Y2I. Then, the successors of location 1 will
include both location 2 and, weighted by + , location 3. By
contrast, a first-order transition matrix would include only

Journal of Vision (2011) 11(10):10, 1–11 Hayes, Petrov, & Sederberg 3

Downloaded From: https://jov.arvojournals.org/pdfaccess.ashx?url=/data/journals/jov/932789/ on 08/13/2018



the association between 1 and 2. After traversing the
whole scanpath, the estimated SR matrix approximates the
ideal SR matrix, which contains the temporally discounted
number of expected future fixations on all AOIs (rows),
given the participant just fixated on any individual AOI
(column). Note that the entries in the SR matrix are not
probabilities. They are (discounted, expected) numbers of
visits, and thus, the sum across each column of the ideal
SR matrix equals

1þ + þ +2 þI ¼ 1

1j +
Q 1: ð2Þ

Appendix A provides additional technical details.
To summarize, given parameters ! and + , the algorithm

produced one 10 � 10 SR matrix per participant per trial.
Averaging across the 28 trials for each participant, we
were left with 35 individual matrices. Each matrix
summarized the eye fixation patterns of the corresponding
participant. To reduce the dimensionality of the space, we
performed a principal component analysis (PCA; Everitt
& Dunn, 2001) of the successor representations. Each SR
matrix was reshaped to a vector of 100 features. The whole
data set occupied a matrix of size 35 � 100. Following
standard PCA practice, we rescaled each feature (column)
so that it had zero mean and unit variance across the
35 participants. The first 20 principal components retained
over 90% of the variance in the SR data. Conceptually,
these components represent dimensions of individual differ-
ences in fixation patterns. They are expressed mathemati-
cally as orthogonal basis vectors in the 100-dimensional SR
space. Each participant was characterized by 20 projections
onto this rotated basis.
Finally, the cumulative Raven score (i.e., the number of

correct responses) of each participant was introduced as the
target variable of a hierarchical linear regression analysis.
The SR projections entered as predictor variables.
We also compared the novel SR method to several

regression models with traditional predictors based on AOI
dwell times. Following Vigneau et al. (2006), we explored
the following variables: proportional time on matrix
(PTM = the dwell time on the matrix area divided by the
overall latency), latency to first toggle (FT = the time
stamp of the first saccade to the response area), overall
latency on easy items (LEz), the number of toggles on
easy items (NT), the toggle rate on easy items (TR = NT
divided by item latency), and matrix time distribution
index (MTDI = the proportional dwell time on cells 1, 2,
4, and 6 minus the proportional dwell time on cells 3, 6, 7,
8, and 9). An item was defined as “easy” if at least 80% of
the participants answered it correctly (Vigneau et al.,
2006). The first 5 items in each of our test sets met this
criterion in our data. PTM, FT, and MTDI were averaged
across all 28 items and LEz, NT, and TR across the
10 easy items. Thus, each participant was characterized by
6 measures, which were then used to predict their Raven
score.

Results and discussion

The Raven scores varied between 12 and 27 across the
35 participants (M = 21.9, SD = 3.7).2 We performed a
hierarchical linear regression to assess how much of this
variance can be explained on the basis of the SR principal
component projections. Two of the projections correlated
very strongly with the scores, whereas the third best
predictor was insignificant. Therefore, we used two
predictors in all regressions. We implemented a two-tier
algorithm to maximize the fit to the Raven scores. In the
inner loop, it calculated the SR matrices for given
parameters ! and + (Equation 1), then calculated the first
20 principal components and the corresponding projec-
tions for each participant, picked the two projections that
correlated most strongly with the scores, and constructed
a linear regression model with these two predictors. In the
outer loop, a Nelder–Mead optimization routine searched for
! and + that maximized the multiple regression coefficient
of the inner loop model. The best fit (R2 = 0.56) was
achieved with learning rate !* = 0.233 and discount factor
+* = 0.255. Figure 2d reports this optimal model. To our
knowledge, this is the most accurate prediction of Raven
scores based on eye-tracking data reported to date.
In addition to providing an accurate prediction of Raven

scores, the two scanpath SR principal components selected
for the regression had clear interpretations with respect to
participants’ strategies. Figure 2a shows the first compo-
nent, which accounted for the largest proportion (31%)
of the variance in the scores. It was also the first PCA
component, capturing the strongest individual differences
in eye movement patterns. This component is characterized
by a prominent diagonal “box” structure (Figure 2a). The
3 � 3 red boxes indicate the benefits of systematically
scanning within a given row of the problem matrix as
opposed to haphazard scanning or column-wise scanning.
The positive (red) values “dripping” from each box indicate
systematic integration as participants moved from row to
row.
The second component, which accounted for another

25% of the variance in the scores, is dominated by a solid
blue line across the response area (Figure 2b). We interpret
this solid blue area as an “anti-toggle” component. That is,
participants who made fewer toggles from each cell of the
problem matrix to the response area achieved higher
scores than participants who toggled more frequently.
Figure 3 illustrates these two strategies on synthetic data.

We generated 28 sequences according to the systematic
strategy. Each sequence began with 50 fixations within the
3 AOIs on the first row, followed by 50 fixations within
the second row, 50 fixations within the third row, and a few
fixations to and from the response area. Figure 3a plots one
of those sequences. We calculated 28 SR matrices from
these sequences using the optimal parameters !* and +*.
Figure 3c plots the average of these matrices. It represents
a “pseudo-observer” who consistently follows the system-
atic strategy on all trials. The diagonal box structure is
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clearly visible (cf. Figure 2a). Note that the cells along
the main diagonal have positive values even though the
fixation sequences contained no transitions from any AOI
directly back to itself. This illustrates an important differ-
ence between the successor representation and a transition
probability matrix. Despite the absence of immediate
repetitions in the sequence, there are plenty of round-trip
scanpaths, which give rise to the positive SR values along
the diagonal. We also generated 28 sequences of length 150
according to the toggling strategy. They contained multi-
ple transitions to and from the response area (Figure 3b).
The corresponding trial-averaged SR matrix (Figure 3d)
has high values along the bottom and right edges,
corresponding to scanpaths ending in and starting from
R, respectively. Figures 3f and 3g plot the deviations from
the grand mean (Figures 3e). This approximates the PCA
algorithm, which reorganizes the variance of the individ-
ual feature vectors. As our simplified illustration has only
two cases, both patterns merge into a single “pseudo-
component” that merely changes sign. The behavioral data
set contained 35 cases whose SR matrices mixed the
systematic pattern with the toggling pattern (and other
idiosyncratic patterns) in different proportions. The SR
projections quantify the degree to which these two
strategies are expressed in the scanpaths of each individual
participant. The systematic projection was positively
correlated with the Raven scores, whereas the toggling
projection was negatively correlated.
Prior studies have attempted to characterize the con-

structive matching and response elimination strategies
with more traditional dwell time variables. The previous
high-water mark was set by Vigneau et al. (2006), who
reported R2 = 0.51 (corrected down to 0.48) for predicting
Raven scores with a linear combination of the matrix
time distribution index (defined in the Methods section),

the number of toggles on easy items, and the latency on
easy items. When applied to our data, however, these
variables achieved a much lower uncorrected R2 = 0.16
(Table 1). The most that can be achieved with linear
regression on any 3 dwell time predictors on our data is
R2 = 0.21 (Table 1, bottom row).
Apparently, as Vigneau et al. (2006) acknowledge, these

methods of quantifying eye movement data are noisy and
thus susceptible to overfitting. This begs the question of
how well the scanpath SR would perform on new data.
We conducted leave-one-out cross-validation to test the
generalization performance of our method. We partitioned
the data into a training set of 34 participants and a test set
of 1 participant. We ran our two-tier algorithm on the
training set. The parameters ! and + optimized on the
training set were then used to calculate the SR matrix for
the fixation sequences in the test set. Finally, we calculated
the model’s prediction of the test Raven score by multi-
plying the test SR matrix by the weight matrix estimated
from the training set. We repeated this process 35 times,
testing on the data from each participant in turn. This
produced 35 predicted scores, each one based on a model
that had no access to the data that were subsequently used
to test it. The squared correlation between these cross-
validated predictions and the observed scores was Rcv

2 =
0.41. This is a much better estimate of generalization
performance than the goodness-of-fit R2 on the training set
(Haykin, 2009). The latter is inflated because it reflects
not only the genuine regularities in the population, which
will generalize to new cases, but also the idiosyncrasies
of the training sample, which will not. This explains the
drop from R2 = 0.56 to Rcv

2 = 0.41. Note that this still is
very respectable cross-validated performance, which sets
a new benchmark for Raven score prediction. For compar-
ison, the corresponding values for the best model based on

Figure 2. Principal components, weight matrix, and Raven score prediction for the optimal model described in the text. (a) The first
component captures the tendency to scan the problem matrix row by row (as indicated by the 3 � 3 clusters of positive values along the
diagonal), whereas (b) the second component penalizes the tendency to toggle to the response area (as indicated by the negative values
in the last row). The prediction weight matrix (c) is the sum of these two components, scaled by their respective regression coefficients.
The x<axis represents the sender area of interest (AOI) and the y<axis represents the receiver AOI. (d) The predicted versus observed
Raven scores for all 35 participants (R2 = 0.56).
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Figure 3. Synthetic data illustrating the systematic and toggling strategies and their respective successor representations (SRs). Sample
fixation sequences generated according to the (a) systematic and (b) toggling strategies. (c, d) The corresponding SR matrices, each
averaged across 28 replications. The diagonal box structure in (c) reflects the row-by-row scanning pattern in (a), whereas the bottom-
heavy matrix in (d) reflects the toggles to the response area. The matrix in (e) is the mean of (c) and (d). (f, g) The deviations from the
meanVhence, the negative (blue) values. Compare with Figure 2.
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dwell time variables were R2 = 0.21 and Rcv
2 = 0.09

(Table 1). This suggests that the SR algorithm can extract
reliable regularities from the data much better than
traditional dwell time methods. The SR advantage comes
from the sequential information in scanpaths and from the
data-smoothing properties of the temporal-difference
learning algorithm.
The success of the scanpath SR in cross-validated pre-

diction is also a direct result of the stability of the principal
components across folds. The same two componentsV
systematicity and toggleVwere chosen on all 35 cross-
validation folds and were qualitatively indistinguishable
from iteration to iteration. Although it is difficult to
quantify the component overlap across folds because the
two components sometimes switched places, the weight
matrices derived from them can be combined linearly. The
average weight matrix is shown in Figure 4a and is
virtually identical to the weight matrix from the global
model trained on all data (Figure 2c). This suggests that
the components were not driven by outliers and reflect
genuine dimensions of individual differences in scanpath
patterns across the majority of observers. The optimized SR
parameter values were also quite stable across the 35 folds:
mean ! = 0.236 (SD = 0.02), mean + = 0.259 (SD = 0.05).
The stability of the temporal discount factor + suggests that
the scanpath patterns have regularities with a characteristic
time scale.
Finally, we compared the new scanpath SR method to

first- and second-order transition probability matrices
(Table 1). We began by calculating the first-order

transition matrix for each sequence. Averaging across
28 trials produced one 10 � 10 matrix per participant.
After reshaping, the first-order data set occupied a matrix
of the same size (35 � 100) as the SR data set and was
analyzed and cross-validated in the same way. The first
20 principal components retained 89% of the variance in
the first-order data. Hierarchical linear regression with
2 components yielded R2 = 0.29 on the full training set
but did not cross-validate (Rcv

2 = 0.01). Adding variables
to the regression model improved the fit only marginally
(e.g., Rcv

2 = 0.07 with 4 components). This suggests that
first-order transition matrices are too myopic to support
robust prediction of Raven scores. It also demonstrates
that the excellent performance of the SR method cannot
be attributed to the PCA-based dimensionality reduction
algorithm.
Second-order transition probabilities are conditionalized

on the two preceding fixations in the sequence. This calls
for the estimation of a 10 � 10 � 10 matrix per trial.
Given that the median (clipped) sequence length was
only 88, the second-order estimates were extremely
variable even after averaging across the 28 trials. Still, it
was interesting to check whether the PCA algorithm could
identify individual differences among the participants.
After reshaping, the second-order data set occupied a matrix
of size 35 � 1000 and the first 20 principal components
retained 74% of the variance. Hierarchical linear regres-
sion with the second-order projections yielded good fits
to the Raven scores (Table 1). The best generalizability
(Rcv

2 = 0.26) was achieved with 4 predictor variables.
While quite respectable and much better than the Rcv

2

achievable with traditional measures, this falls far short of
the SR-based prediction. Moreover, unlike the SR-based

R2 Rcv
2

Successor representation (with PCA) 0.56 0.41
Variables used by Vigneau et al. (2006)

Proportional time on matrix (PTM) 0.17 0.09
Latency to first toggle (FT) 0.02 0.01
Latency on easy items (LEz) 0.11 0.04
Number of toggles on easy items (NT) 0.01 0.00
Toggle rate on easy items (TR) 0.12 0.04
Matrix time distribution index (MTDI) 0.02 0.01
Vigneau et al.’s model (MTDI + NT + LEz) 0.16 0.03
Best traditional model (PTM + TR + LEz) 0.21 0.09

Transition probability matrices (with PCA)
First-order transitions, 2 components 0.29 0.01
First-order transitions, 4 components 0.51 0.07
Second-order transitions, 2 components 0.42 0.19
Second-order transitions, 4 components 0.57 0.26

Table 1. Goodness-of-fit R2 and leave-one-out cross-validated
Rcv

2 for predicting Raven scores from eye movement data. The top
line reports the performance of the novel method based on
successor representations and principal component analysis
(PCA). It is compared to some prominent dwell time variables from
the literature (Vigneau et al., 2006) and to first- and second-order
transition probability matrices.

Figure 4. Leave-one-out cross-validation results. The average
weight matrix (a) across 35 leave-one-out fits is virtually identical to
the weight matrix produced by the fit to all data at once (Figure 2c).
Each Raven score was predicted by a separate model that had
no access to the data for the respective individual. The squared
correlation between the cross-validated predictions and the
observed scores was Rcv

2 = 0.41.
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components (Figure 2), the second-order components were
extremely hard to visualize and interpret.
The transition-based results suggest two conclusions. First,

a single-step event horizon cannot capture the statistical
regularities in our data. A temporally extended analysis
seems necessary. This explains why the second-order
model performed better than the first-order one. The
SR-based model performed the best, due in large part to its
open-ended event horizon whose effective size was
controlled adaptively by the + parameter. The second
conclusion is that the probability estimates need to be
smoothed. There are not enough data to populate the
matrices by simple counting, particularly in the second-
order case. This scarcity of data (rather than computa-
tional constraints) appears to be the limiting factor in
scanpath analysis in general. The SR learning algorithm
(Equation 1) updates a whole column of the matrix after
each transition, thereby smoothing the estimates. Stated
differently, each cell in the SR matrix aggregates a whole
class of observations. For example, cell (1, 1) would be
updated after observing any of the following subsequences:
121, 131, I, 1R1; 1231, 1241, I. This reuses the data
and reduces the variance of the estimates. This smoothing
effect contributed to the stability of the SR components
during leave-one-out cross-validation. By contrast, the
first-order probability estimates were apparently noisier,
and the PCA solution was unstable even though it
involved matrices of the same shape estimated from the
same data.

General discussion

Our novel method of eye movement analysis, the
scanpath successor representation (SR), produced new
results in terms of both successful score prediction and
insight into individual differences in problem solving
strategies on Raven’s Advanced Progressive Matrices.
With this method, we were able to extract the underlying
structure from complex patterns of sequential eye move-
ments during geometric problem solving. These regular-
ities allowed us to predict APM scores with unprecedented
accuracy. More importantly, the principal component
analysis of the successor representations produced compo-
nents that were readily interpretable and consistent with
earlier strategy findings.
The two components of the scanpath SRs that correlated

strongly with the scores mapped clearly onto the two main
processing strategies for multiple-choice matrix comple-
tion problems. The anti-toggle component (Figure 2b)
replicated earlier reports of negative correlations between
toggling and Raven scores (Bethell-Fox et al., 1984;
Carpenter, Just, & Shell, 1990; Vigneau et al., 2006). This
qualitative agreement with established results validates the
new SR-based method. Quantitatively, however, it goes a

step further because it could predict a larger proportion of
the variance compared to traditional measures such as the
number of toggles or toggle rate. This suggests that the
SR-based analysis provides a more sensitive measure of
toggling and thus can better identify individuals who
follow the response elimination strategy. This article did
not address the question of whether response elimination
is adopted at the beginning of a problem or only as a
fallback strategy on difficult items. This question can be
answered by analyzing the SR matrices for individual
trials and/or contrasting the early and late portions of the
fixation sequences within trials.
The systematicity component (Figure 2a) is a novel

finding and arguably provides the most detailed picture of
Raven performance and strategic processing to date. This
component demonstrates the importance of processing the
problem matrix row by row. Within rows, there was also
evidence that integrating cell information is more success-
ful if it is attained by scanning adjacent cells (1Y2, 2Y3,
3Y2) as opposed to skipping over cells (1Y3, 4Y6). This
suggests that row scanning (particularly adjacent cell
scanning within rows) is more likely to generate relational
insight, which conforms to previous findings that percep-
tual motor patterns can increase the likelihood of rule
insight (Grant & Spivey, 2003; Thomas & Lleras, 2007).
This lends new support to the theory that successful Raven
solvers use a constructive matching strategy and expli-
cates some important aspects of this strategy.
We chose Raven’s APM as the test bed for the novel

scanpath SR method because decades of painstaking
research have identified the two strategies most relevant
for this domain (e.g., Bethell-Fox et al., 1984; Carpenter
et al., 1990; Snow, 1980; Vigneau et al., 2006). Thus,
we knew what to expect and could validate the method
against these established findings. Still, the method
revealed previously unknown details about the constructive
matching strategy. More importantly, armed with this
powerful tool, we could have discovered these two
strategies even if we had never read the Raven literature,
simply by interpreting the component matrices in Figure 2.
Note that these matrices were calculated in an entirely
automated manner and reflect regularities in the data
rather than the prior knowledge of the authors. Thus,
the scanpath SR method promises to be a great tool for
exploratory data analysis, with the potential for rapid
discoveries in other domains.
The power of the scanpath SR stems from the fact that

it extends the event horizon of sequential eye movements
to extract temporally extended patterns. It will very likely
prove useful in any complex task environment that has
distinct areas of interest (statically or dynamically defined).
This includes other abstract, rule-governed environments
such as chess (Charness, Reingold, Pomplun, & Stampe,
2001) or Tower of Hanoi (Patsenko & Altmann, 2010) but
also practical applications such as identifying successful
and unsuccessful strategies for landing a plane (Anders,
2001; Ottati, Hickox, & Richter, 1999), driving a car
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(Crundall, Underwood, & Chapman, 1998), or performing
laparoscopic surgery (Nicolaou, James, Darzi, & Yang,
2004).

Appendix A

Technical details and potential improvements

The successor representation was introduced to the
reinforcement learning literature by Dayan (1993) and
was developed by White (1995). The SR is essentially
identical to the fundamental matrix in the theory of
Markov chains (Kemeny & Snell, 1976). More recently,
Gershman, Moore, Todd, Norman, and Sederberg (under
revision) identified a formal connection between the SR
and an influential model of episodic and semantic
memory, the Temporal Context Model (e.g., Howard &
Kahana, 2002; Sederberg, Howard, & Kahana, 2008).
We use a version of the successor representation that

differs slightly from the standard definition (Dayan, 1993;
White, 1995). The difference is that, when visiting a state i,
our version does not include this same visit in the total
(temporally discounted) number of visits to i. Assuming a
first-order Markov chain with transition probability matrix
T, our SR matrix M is based on the power series:

M ¼ T þ +T2 þ +2T3 þI ¼ TðI j +TÞj1: ðA1Þ

The standard definition (Dayan, 1993; White, 1995) is
based on the power series I + +T + +2T2 +I = (Ij +T)j1.
To revert to the standard formulation of the SR learning
algorithm, the term Ij in Equation 1 must be replaced by Ii.
In the special case when + = 0, our algorithm tracks the
transition matrix T instead of the identity matrix I.
The proof that the temporal-difference learning algo-

rithm in Equation 1 converges to the true successor
representation M (White, 1995) is a direct application of
more general convergence proofs about TD(1) learning
in the reinforcement learning literature (Dayan, 1992;
Jaakkola, Jordan, & Singh, 1994; Sutton, 1988). To ensure
convergence, it is necessary to decrease the learning rate
! as the data accumulate. The technical conditions include

XV

n¼0

!n ¼ V and
XV

n¼0

!2n G V; ðA2Þ

where n is the number of observations (Dayan &
Sejnowski, 1993, cited in White, 1995).
This indicates that the learning rate should be inversely

related to the length of the data sequence. This in turn
suggests a potential improvement of our eye-tracking
analysis application. In the present article, we used a fixed

! for all sequences regardless of length. It would be
interesting to explore parameterizations that reduce the
effective learning rate for longer sequences. The clipping
of sequences longer than 100 fixations (described in the
Methods section) is a crude way of regularizing the
sequence length. Our present results indicate that, even
with a fixed learning rate, the learning algorithm can
accommodate substantial variability in length. As men-
tioned earlier, this is a major advantage over string-editing
methods for comparing scanpaths. Varying the learning
rate as a function of sequence length will provide additional
robustness and reduce the variance of the estimates. This
is a promising topic for future research.
Another promising possibility is to improve the feature

selection algorithm. Independent Component Analysis
(ICA; Stone, 2004) may be better suited for eye-tracking
applications than PCA because it relaxes the orthogonality
constraint on the components. The SR matrices that
correspond to psychologically relevant strategies are not
necessarily orthogonal.
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Footnotes

1There was a significant practice effect within subjects,
but it did not interact significantly with the between-
subject manipulation. The posttest score was 1.5 points
higher on average than the pretest score (t(34) = 3.48,
p G 0.001), replicating published results (Bors & Vigneau,
2003; Denney & Heidrich, 1990).

2The mean scores (and SDs) for the two 14-item subsets
were 10.7 (2.8) and 11.2 (1.8). The subsets were counter-
balanced across the first (M = 10.2, SD = 2.5) and second
(M = 11.7, SD = 2.0) sessions.
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